
Update on visuals

1. Standardization 
2. Severity cutoff  



1. Standardization



GMM 1st component standardization code 

GaussianMixture function from sklearn

https://scikit-learn.org/stable/modules/generated/sklearn.mixture.GaussianMixture.html


1st component mean from K-GMM fit on mean SUVR

Slight difference in 1st component mean between 2-GMM and 3-GMM fit in occipital ROIs.
Notebook section: ### best # of GMM components 



2nd component mean from K-GMM fit on mean SUVR

As expected, affect 2nd component mean more but 2nd component statistics are not involved in standardization.
Notebook section: ### best # of GMM components 



Difference in 1st component mean and sd between CN and GMM z-scores

The percentage difference is calculated as (GMM  – CN ) / CN 
Larger difference in sd values in the temporal, occipital, and parietal ROIs: 
GMM standardization gives smaller sd values which agrees with the slopes observed in the correlation graph.

Notebook section:  ### percentage diff. w.r.t. cn -> ## correlations between gmm and cn zscores



Visualize z-scores and mean SUVR distribution difference

Mean SUVR value distributions seem to be mostly symmetric in L and R across all ROI (see next for combined
In CN, there is a significant tail due to having an outlier in both L and R, but R’s outlier value is larger in all ROIs.
In EOAD, L seems to have higher values looking at where the quartile lines are drawn. 

This graph compares different z-scores looking at the range of z-score values and symmetry between L & R ROIs:
Not much difference between the two z-scores in MTL and frontal, which is also reflected in slopes ~ 1 and %diff in sd from the previous.
Concerning differences in temporal, occipital, and parietal: 1) GMM z-scores have much wider ranges due to the diff. in sd; 
2) while CN z-scores seem to preserve symmetry (and slightly higher values in L), this is not the case for occipital and parietal (slopes 
deviate from each other). Looking at the strip plots, R ends up having higher values, especially in occipital.
If the codes are right I think the only explanation is different sd being calculated which might be affected by CN outliers.

Notebook section:  ## Visualize L/R value difference and ### violin compare z-scoring method



All data



CN only



Occipital 



if 3-GMM were to be fitted on occipital mean SUVR the result is similar
Recall from CV AIC occipital ROIs are slightly better fitted with 3-GMM
(looking at the histograms instead of the overall density function) 
Notebook section: ### func: k-GMM fit in a specific ROI



2. Cutoff



Levels derived using intersection, 2nd component mean ± sd 
on cn/gmm z-scores 

Notebook section: ## varied. but functions are defined above the section



Some visualizations
• The following slides intend to visualize the difference in the number of subjects 

assigned to each stage by different ROI and cutoff selection methods
 

• cutoff selection methods being: fixed (= 2, 5, 10) v.s. varied (= intersection, 2nd 
component mean ± sd in each ROI), on GMM 1st comp. standardized z-scores

• can plot with other z-scores or levels but I think it’s worth figuring out what’s 
happening with the GMM z-scores first

• the stages are named 0, 1, 2, and 3 separated by the three levels

• note that in R_MTL no stage 3 (beyond the 3rd  level) is assigned for the fixed 
method because 10 is beyond the maximum z-scores in that ROI 

       (same in CN z-scores)

Notebook section: # Difference due to cutoff choice



Boxplots



Clustered bar



Clustered stacked bar



heatmap



Thoughts 
I think it’s apparent from these graphs (also reflected in the individual ROI’s 
component density functions + cutoff vertical lines graph):  

• Varied (from mean and sd of the 2nd component) assigns most to stage 2, which is 
between mean – sd and mean + sd. Expected as that range does incorporate a large 
percentage of the EOAD data; in contrast to stage 0 which is meant for the noise 
(normal) component, and stage 1 which is a much narrower range due to the 
intersection of the two components being close to the mean – sd of the 2nd 
component.

• Fixed (2, 5, 10) assigns most to stage 3, which is past the final severity level. This is 
expected because 10 is smaller than the 2nd component mean in most ROIs when a 
2-GMM is fitted on the GMM z-scores. 

• Then, this circles back to the question of how exactly is 2, 5, and 10 chosen:
– In Vogel et al. I don’t think there is any more discussion aside from what’s talked about.
– In Young et al. I think they start with four levels, where the first three are also arbitrarily 

chosen as 1, 2, 3. But if beyond the 3rd level less than 10 subjects were observed then the 
number of levels is reduced. The maximum z-score is set to be 2, 3, or 5 depending on how 
many levels there already are. (This is discussed in the SuStaIn modeling of GENFI/ADNI 
and supp. Table 6.) I have no idea of the data distribution, and the z-scores are derived by 
standardizing against the control.

https://static-content.springer.com/esm/art%3A10.1038%2Fs41467-018-05892-0/MediaObjects/41467_2018_5892_MOESM1_ESM.pdf


Compare 
a figure showing the mean SUVR and z-scores for the left temporal ROI from Vogel 
et al’s : (to compare I’ve adjusted stat=count and binwidth in example z-scoring).

(For L_temporal: = parahippocampal, 
inferiortemporal, fusiform, 
middletemporal,superiortemporal, 
transversetemporal)

Mean SUVR has a wider range in ours (and 
more bi-modal/separated CN vs EOAD?) 
which after transformation becomes an even 
wider range of z-scores.

← The final level of 10 seems to be the 
midpoint of the ‘Tau-Z’ here. 

But in our z-scores 10 is roughly the 2nd level.
Fixed levels

https://www.nature.com/articles/s41591-021-01309-6/figures/6

